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Preface

. NOTE TO STUDENTS .

Please read this preface carefully `, even if it looks long. It contains
VERY important information that will help you make the most of this
study manual and ease your learning.

Thank you very much for choosing to use this new study manual, which is designed to provide
comprehensive coverage of Exam ATPA (Advanced Topics in Predictive Analytics) and prepare you
adequately for this exam.

P.1 About Exam ATPA

Exam Administrations

Exam ATPA is a 96-hour take-home computer-based � assessment that has been part of the SOA’s
Associateship curriculum since 2022. Because it is not a proctored exam, it should, more precisely,
be called the ATPA Assessment, although the SOA sometimes also refers to it as Exam ATPA and,
as will be discussed below, the preparation it requires is broadly comparable to that of a closed-book
exam. There are three assessment windows per year, each lasting for three months, as described in
the Registration section of the exam’s official homepage:

https://www.soa.org/education/exam-req/edu-exam-atpa/ �

For example, if you register by May 10, 2024, then:

� You will be enrolled in the June-August 2024 assessment window and required to submit your
assessment no later than 11:59 p.m. CDT on August 30, 2024, according to the separate ATPA
Assessment Submission Deadlines and Grade Release Schedule:

https://www.soa.org/education/exam-req/exam-day-info/atpa-submission-schedule/ �

So that you will have the full 96 hours to work on your assessment, you should start no later
than 11:59 p.m. CDT on August 26, 2024.

� You will receive access to the ATPA e-learning modules until the end of the period in which
the assessment is administered (August 30 in this case). According to the exam homepage:

“The ATPA e-Learning modules provide support designed to enhance candidates’
knowledge from the SRM and PA Exam learning objectives and readings and to
clarify the SOA’s expectations regarding a successful ATPA Assessment submis-
sion.”

ix

https://www.soa.org/education/exam-req/edu-exam-atpa/
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x CONTENTS

Your assessment will be graded on pass/fail (not on a scale from 0 to 10) and results will be emailed
to you about two months following the end of an assessment window, e.g., late October 2024 for
the June-August 2024 window.1 The email should be from elearn@soa.org with the subject “ATPA#
Assessment Pass Results.”

(The word “Pass” in the email subject may be replaced by another word if a student doesn’t pass.
�)

What is the ATPA Assessment Like and How to Prepare for It?

In the current ASA curriculum, there are a total of 3 exams with a heavy focus on predictive
analytics: SRM, PA, and ATPA, as the flowchart below shows.

Introductory Intermediate Advanced

FM
(Financial Mathematics)

P
(Probability)

SRM
(Statistics for Risk

Modeling)

FAM-L
(Fundamentals of Actuarial
Mathematics – Long-Term)

FAM-S
(Fundamentals of Actuarial
Mathematics – Short-Term)

PA
(Predictive Analytics)

ALTAM
(Advanced Long-Term
Actuarial Mathematics)

ASTAM
(Advanced Short-Term
Actuarial Mathematics)

ATPA
(Advanced Topics

in Predictive Analytics)

Theory

applied in...

From

“certain” to

“contingent”

payments

Probabilistic

tools applied

in...

More advanced

topics

More advanced

topics

More advanced

topics

OR

More
traditional
actuarial
topics

Data
analytic
topics

1You can expect “late October 2024” to be the last business day in October 2024.
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P.1. ABOUT EXAM ATPA xi

As the last component of the data analytics strand of the ASA curriculum, ATPA builds on the
foundation of Exam PA (and, to a smaller extent, Exam SRM) and introduces “advanced” stuff in
two directions: (Remember that the first letter A in “ATPA” stands for “Advanced.”)

� Advanced predictive analytics models (ATPA Modules 3 and 4)

You will learn even more advanced models than those covered in Exams SRM-PA. While
these models share the same goal of improving prediction performance in different situations
and issues from Exams SRM-PA like hyperparameter tuning and the bias-variance trade-off
still apply, each of them has some subtleties that you will appreciate when you get to specific
sections of the ATPA syllabus.

� Advanced data issues and management (ATPA Modules 1 and 2)

Effective from the April 2023 sitting of Exam PA, R and RStudio were no longer required or I

available on the exam, and many students seem to pay hardly any attention to R programming
when they prepare for PA. For ATPA, however, proficiency with R is critical to success.
The datasets (notice the “s”...you are often provided with multiple datasets for your ATPA
Assessment!) are almost always complicated by various data issues that need to be resolved
before you can construct your advanced predictive models and do your interesting analysis.
That’s how the SOA tests your knowledge!

The ATPA syllabus has a note on the programming language you can use:

“For your assessment you are free to use any programming language or statistical
software.”

On page 10 of Module 3, however, the SOA says that:

“For the assessment, you can still use your language of choice, but we recommend
that R be used for these models as the R code provided in this module will enable
you to implement these models.”

Accordingly, this study manual will follow the ATPA modules and solely adopt R as the
programming language.

In the Course Information section of the exam homepage, you can find a Sample Assessment with
solution, which represents the scope of a typical assessment and the types of tasks that may be tested.
The Sample Assessment suggests that a typical ATPA assessment has the following characteristics:

� There are 7 tasks, some with multiple items, with a total of 40 points.

� Unlike Exam PA, each task in ATPA builds upon the work and conclusions from prior tasks.
As a result, the tasks should be done in order with results from one task informing work in
later tasks, like a predictive modeling project in practice.

� Most of the tasks fall under the following themes:

� Manipulating and exploring some large datasets (with MANY variables) to prepare for
subsequent analysis, e.g., Task 1

� Conceptual issues that test whether you have digested the material in the ATPA modules,
e.g., Task 2

Copyright© 2024 ACTEX Learning ACTEX Study Manual for Exam ATPA (1st Edition)
Ambrose Lo



xii CONTENTS

� (Majority) Constructing and tuning predictive models, e.g., Tasks 3-6

� Communicating your findings in writing A, e.g., Task 7

Like in Exam PA, you won’t be asked to write mathematical formulas or do theoretical deriva-
tions.

� There is an Rmd file that provides only little code in support of some initial data work.

(. The real assessment may or may not provide such an Rmd file.)

� You will write the responses to each task in the provided Word file V, which is the only file
you will submit � for grading. (No Rmd files can be or need to be submitted.)

Here are two tips that will help you succeed in your ATPA Assessment:

� Prepare in advance

Although ATPA is a take-home assessment (which means that you are at liberty to refer to the
ATPA modules and consult other resources such as the Internet anytime)2 and 4 days seem a
lot of time, you would be wise not to underestimate the amount of time and effort necessary
to master the topics that can be tested, and the workload and pressure that the assessment
can create. The SOA is no philanthropy—they give you 4 days with the expectation that
you need at least 2 to 3 days to finish the whole assessment. Make sure that you have set
aside enough free time in your schedule { for the next 4 days before you start the assessment.
In my experience, you may need more than a day just to clean the data and get it in good
shape in R before building any models. Then you will spend another 2 to 3 days turning your
analysis into words. There are a lot of coding � and writing! ù

To make the 4 days slightly easier to get by:

� Study the advanced predictive models in the syllabus carefully, paying attention to their
conceptual aspects (e.g, their mechanics, intended use, pros and cons) as well as practical
implementations in R.

� Familiarize yourself with the R codeÐ in this study manual, which in turn follows the
ATPA modules, to the extent that you know what each chunk of code does. If you are
asked to fit a certain model or manage data in a certain way, then copy and modify the
relevant R code. To save time and reduce errors, avoid writing R code from scratch.

� Show your thought process and work clearly

As mentioned earlier, the only deliverable for your ATPA Assessment will be the Word doc-
ument containing your written responses. Because the grader will not have access to your
R code or see your R output, you should grasp the chance to document your thought pro-
cess. A Provide concrete evidence of what you have done (e.g., what models you have fitted),
explain the rationale (e.g, refitting some models because you detect overfitting or diagnostic
issues), and always justify the choices you make (e.g., what performance metric you are using).
The grader can only grade based on what you have included in your Word document, so don’t
be afraid to state the obvious (obvious things may help you score!). If that helps with your
written explanations, try to copy and paste the R output (e.g., summary output of models,
informative graphs ¡) from RStudio into the Word document. R code adds marginal value
and need not be pasted, however.

2However, you may not discuss the assessment with other individuals.
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P.2. ABOUT THIS STUDY MANUAL xiii

P.2 About this Study Manual

What is Special about This Study Manual?

I fully understand that you have an acutely limited amount of study time and that ATPA, as a
relatively new component of the ASA curriculum, may seem intimidating. With this in mind, the
overriding objective of this study manual is to help you develop a conceptual understanding of and
hands-on experience with the ATPA materials as effectively and efficiently as possible, so that you
will pass the assessment on your first try and get your ASA ASAP. Here are some unique features
of this manual to make this possible.

Feature 1: The Coach DID Play!

Usually coaches don’t play �, but as a study manual author, I took the initiative to write the
February-April 2023 ATPA Assessment (besides Exams SRM-PA) to experience first-hand what
the real assessment was like, despite having been an FSA since 2013 (and technically free from SOA
exams thereafter!). I made this decision in the belief that teaching an exam and taking an exam are
rather different activities, and braving the ATPA Assessment myself is the best way to ensure that
my manual is indeed useful for exam preparation. If the manual is useful, then at the minimum the
author himself can pass, right?

If you use this study manual, you can rest assured that it is written from an exam taker’s per-
spective by a professional instructor who has experienced the “pain” of ATPA candidates and truly
understands their needs. Drawing upon his “real battle experience” and firm grasp of the exam
topics, the author will go to great lengths to help you prepare for this challenging assessment in the
best possible way. You are in good hands. m
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Feature 2: Exam-focused Content

The advanced predictive analytics models covered in ATPA can be very mathematically challenging.
It is easy to get bogged down in unnecessary technicalities that add little value to the ATPA
Assessment. In this regard, this study manual is specifically geared towards helping you pass the
assessment. It follows the ATPA modules very closely, but streamlines and augments the module
materials in a coherent and exam-oriented format. With a nice blend of theory and practice, the
manual presents the mechanics of all advanced predictive analytics models in the syllabus and
illustrates them by a set of R-based case studies. You will get to manipulate some complex data,
learn how these models work, and implement them step by step in R, all of which are crucial to
success in the ATPA Assessment. I will also share with you my insights into what it takes to frame
your written responses to the liking of ATPA exam graders.

Supplementary Files �

This study manual comes with a number of supplementary files (e.g., R Markdown files with
completely reproducible R code, datasets, and files to be released) that can be downloaded from
Actuarial University. All users of the manual (either the printed or digital version) will receive by
email a keycode that provides electronic access to all supplementary files shortly after their order
is placed. If you can’t retrieve that email (be sure to check your junk/spam folders), please reach
out to support@actexlearning.com for assistance.

Announcements

As time goes by, I may post news and announcements about this study manual and ATPA on my
personal web page:

https://sites.google.com/site/ambroseloyp/publications/ATPA.

An errata list will also be maintained. I would greatly appreciate it if you could bring any potential
errors, typographical or otherwise, to my attention via email (see below) so that they can be fixed
in a future edition of the manual.
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P.2. ABOUT THIS STUDY MANUAL xv

Contact Us ±

If you encounter problems with your learning, we always stand ready to help.

� For technical issues (e.g., not able to to access, download, or print supplementary files
from Actuarial University, extending your digital license), please email ACTEX Learning’s
Customer Service at support@actexlearning.com. The list of FAQs available on https: #
//www.actuarialuniversity.com/help/faq may also be useful.

� Questions related to specific contents of this manual, including potential errors (typographical
or otherwise), can be directed to me (Ambrose) by emailing amblo201011@gmail.com. Please #
note:

� Remember to check out the errata list on my personal web page. It may happen that
the errors you discover have already been addressed.

� Please identify the specific page(s) of the manual your questions are about. This will
provide a concrete context and make our discussion much more fruitful.

. NOTE .

� To expedite the resolution process, it would be greatly appreciated
if you could reach out to the appropriate email address. �

� I will strive to get back to you ASAP. ¾ Please check your spam
folder if you don’t hear back from me within 2-3 days.
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Part I

Advanced Predictive Analytics
Models and Issues
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Chapter 2

Model Explainability and Communication

***FROM THE ATPA EXAM SYLLABUS***

4. Topic: Model Explainability and Communication (25-35%)

Learning Objectives

The Candidate will be able to effectively communicate the results of
applying predictive analytics, including the relationship between model
input and output, to solve a business problem.

Learning Outcomes

The Candidate will be able to:

a) Understand aspects of explainability, in particular:

� The connection between ethics and explainability

� Suitability, decomposability, algorithmic transparency, and
post-hoc interpretability

� The difference between explainability and interpretability

� When a lack of explainability may be acceptable.

b) Communicate and justify a recommended analytics solution, in-
cluding use as appropriate of:

� Variable importance plots

� Partial dependence plots

� Individual conditional expectation plots

� Shapley values

� Lift and gain charts.

c) Explain why a model is predicting certain values for certain records.

d) Perform data and model governance and develop model documen-
tation in an ethical context.

e) Communicate in a clear and straightforward manner using common
language that is appropriate for the intended audience.

f) Structure a report in an effective manner while following standards
of practice for actuarial communication.
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132 CHAPTER 2. MODEL EXPLAINABILITY AND COMMUNICATION

Chapter overview: The previous chapter covered the ins and outs of several advanced predictive
analytics models which are the centerpiece of the ATPA syllabus. Having decided to use some of
these models and spent hours building and tuning them to your liking, you will want to communicate
the results of your predictive modeling work to other audiences such as your peers, supervisors, and
clients. Based on ATPA Module 4, this chapter aims to establish good forms of communication,
especially written communication v, which is the main (if not the only) form of communication
tested in your ATPA Assessment.

2.1 Techniques for Interpreting Opaque Models

. EXAM NOTE .

The advanced models in Chapter 1 are the focus of ATPA, and some
(or many) of them must be tested in the ATPA Assessment, but the
techniques covered in this section may or may not. If they are indeed
tested, then they are likely to show up in a relatively short task after
the modeling stage of the assessment, e.g., Task 6 of the Sample As-
sessment, which only carries 4 points (out of 40).

Explanation vs. interpretation. ATPA Module 4 begins by making a distinction between two ways
of making sense of a predictive model:

� Explanation

According to the SOA, an explanation refers to a technical breakdown of the steps a predictive
model goes through to turn inputs (predictors) into outputs (final predictions). At a broader
level, an explanation is about “explaining” the reasoning behind a model’s decision-making
process.

The models we have learned in Exams PA-ATPA differ widely in terms of explainability—the
degree to which they can be explained. The more complex a model, the less explainable it
tends to become.

Example 1. GLMs, which provide an analytic equation relating the target mean to the pre-
dictors, are inherently explainable. A single glance at the model equation

g(µ) = β0 + β1X1 + · · ·+ βpXp

shows that the predictors contribute to the output via a monotonic function (the
link) of a linear combination. The same goes for GAMs and (to a smaller extent)
GLMMs we studied in Sections 1.1 and 1.2.

Example 2. At the other extreme, ensemble trees and neural networks are notoriously opaque
and difficult to explain because of the non-linear and complex relationship between
the input and output variables. Ensemble trees are of low explainability due to
the presence of multiple base trees obfuscating the input-output relationship. In
the same vein, recall from Section 1.3 that a neural network involves repeated non-
linear transformations of the input variables, so many that it is virtually impossible
to trace how the input variables make up the neurons in the output layer.
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2.1. TECHNIQUES FOR INTERPRETING OPAQUE MODELS 133

In general, a more explainable model produces decisions that are easier for humans to com-
prehendj and is more likely to earn trust from its users.

� Interpretation

While literally similar to an explanation in meaning, the SOA defines an interpretation as
a statement that discusses the implications of the model output in the context of a given
business problem. In Exams PA-ATPA, here are the most common forms of interpretation:

� Which variables are significant predictors of the target variable?

� For the significant predictors, what are their relationships (supposedly strong) with the
target variable, e.g., positive, negative, non-monotonic? What are the implications of
these relationships for the business problem?

In general, a more interpretable model has a tendency to produce insights that are valuable
for solving the business problem at hand.

Despite stressing the difference between explanations and interpretations at the outset, ATPA Mod-
ule 4 later uses the two terms more or less as synonyms of each other and focuses on techniques to
interpret (in the sense above) a model.1 My advice when you take your ATPA Assessment is:

� If you are asked to “explain” a model, describe the mechanics of the model as well as the
relationships between the key predictors and the target with a technical flavor. There is no
need to discuss the implications of these relationships for the wider business problem.

� If you are asked to “interpret” a model, describe the relationships between the key predictors
and the target, and try your best to relate these findings to the business problem.

Global vs. local interpretability. A model that is inherently explainable is generally more inter-
pretable. After all, even a layman has an easy time unraveling the inner workings of the model and
seeing how each predictor makes its way to the final output.

What about models that are not as explainable such as neural networks? Fortunately, there
are techniques to make approximately correct interpretations that shed light on the relationships
between the target variable and predictors, without the users having to delve into the mechanics
of the models. Due to the intrinsic complexity of opaque models, it would be a thankless task
to produce completely accurate explanations, so these techniques inevitably simplify the model
structure somewhat in an attempt to produce comprehensible but hopefully insightful statements,
and we should be aware of the limitations of these techniques.

In ATPA, we will learn and apply a few interpretational techniques (or methods). They can be
categorized as follows.

� Global vs. local

Global methods take a holistic view on how a predictive model produces predictions for all
observations in the data. In other words, they investigate the general (hence“global”) behavior
of the model.

1As page 29 of ATPA Module 4 says, “much of the content in this section is based on Interpretable Machine
Learning: A Guide for Making Black Box Models Explainable by Christoph Molnar,” and the author of this book
chooses to “use both the terms interpretable and explainable interchangeably.” �
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Local methods, in contrast, study how a predictive model makes predictions only for some
observations of interest. In other words, they investigate the “local” behavior of the model on
specific observations.

In theory, it is possible to aggregate the results of local methods on a sufficiently large number
of observations to come up with an approximately global interpretation.

� Model-specific vs. model-agnostic

As their name suggests, interpretational techniques that are model-specific are “specific” to
certain types of predictive model and have limited applicability.

The focus of ATPA is therefore on model-agnostic techniques, which can be used on basically
any predictive models and are widely applicable. Applied after a model has been trained,
these techniques do not rely on the inner workings of the model and are usually concerned
with analyzing input-output relationships.

2.1.1 Global Method 1: Variable Importance

How does variable importance work? Variable importance is a simple interpretational tool that
assigns a score to each variable in a predictive model measuring its “importance.” The larger the
importance score of a predictor, the more it explains the target variable, and the more “important”
it appears. To facilitate visual comparison, we can use a variable importance plot (or table) to
display and rank the predictors in descending order of variable importance, e.g.:

Variable Importance Score

1 100 (most important)
2 76 (second most important)
3 34
...

Looking at a variable importance plot, we can easily tell which predictors are the most important
(in the hypothetical table above, Variable 1, followed by Variable 2).

How does variable importance fit the classifications we introduced above? To begin with, variable
importance is computed for each variable across all observations (rather than specific observations)
in the data, so it is a global method. However, it is a model-specific method because the precise
definition of the variable importance score varies with the type of model you use:

� For GLMs, the variable importance score of a predictor is defined as the absolute value of the
t-value (or z-value for linear models) of the predictor. As we learned in Exam SRM, the larger
the t-value in magnitude, the more significant the variable.

� For decision trees, including single and ensemble ones, the variable importance score of a
predictor is the average drop in node impurity (which is RSS for regression trees and Gini
index for classification trees) due to splits over that predictor over all the base trees:

Variable
importance score

=
1

B
×

∑
all splits over
that predictor

Impurity
reduction

.

This is the definition of variable importance you saw in Exam PA. (Remember? �)
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Strangely, the ATPA modules do not discuss how to define variable importance scores for more
advanced predictive models like GAMs, GLMMs, or neural networks, although they are the focus
of the ATPA Assessment.

Pros and cons of variable importance.

� By design, this method reduces a model, however complex, to a set of scores, one per
variable. We can easily compare these scores and understand, at a high level, which
variables have the greatest impact on the target variable.

E � (Limited applicability) As a model-specific method, variable importance is only
applicable to specific model types.

� (Nothing about relationships) Although variable importance tells us which predic-
tors are most influential, the importance scores themselves do not shed light on
the relationship between the predictors and the target variable. In other words,
we know that a variable with a large importance score contributes significantly to
the target variable, but whether that contribution is positive, negative, or follows
a more complex relationship remains unknown.

(This deficiency is filled by the tool in Subsection 2.1.2.)

� (Susceptibility to strongly dependent predictors) When there are two highly related
predictors, the importance score of one predictor can be adversely skewed by the
presence of the other predictor.

As an extreme example, consider a decision tree and two numeric predictors, X1

and X2 = X1 + 0.000001, with X2 being essentially a duplicate of X1. Even if X1

is a strong predictor, the tree may mistakenly use X2 as the split variable, which
leads to a dilution of the importance of X1 relative to other predictors in the data.

R demonstration. Let’s end this subsection by looking at some real variable importance table and
plot based on the Bikeshare data we first studied in Subsections 1.1.2 and 1.3.2. In CHUNK 1, we
load and prepare the Bikeshare data, following the same adjustments we performed earlier.
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# CHUNK 1

rm(list = ls()) # Start with a clean environment

library(ISLR2)

library(caret)

data(Bikeshare)

# Repeat data adjustments from Subsection 1.1.2

Bikeshare <- Bikeshare[, !names(Bikeshare) %in% c("season", "day", "weekday",

"atemp", "casual", "registered")]
Bikeshare$hr <- as.numeric(Bikeshare$hr)
levels(Bikeshare$weathersit)[3:4] <- "rain/snow"

# Repeat the same training/test set split in Subsections 1.1.2 and 1.3.2
set.seed(0)

train_ind <- createDataPartition(Bikeshare$bikers, p = 0.7, list = FALSE)
dat_train <- Bikeshare[train_ind, ]
dat_test <- Bikeshare[-train_ind, ]

Then in CHUNK 2, we fit a random forest to bikers using all other variables as predictors. Given
the focus of this chapter, we are not interested in tuning the random forest to optimal performance;
we only need a decently and efficiently trained random forest for illustration purposes.

# CHUNK 2

library(randomForest)

set.seed(1)

RF <- randomForest(

bikers ~ .,
data = dat_train,
ntree = 200 # reduce no. of base trees from 500 (default) to 200 to save run time

)

Given the fitted random forest, in CHUNK 3 we use the aptly named varImp() function in the
caret package to make a variable importance table and the varImpPlot() function to make a
variable importance plot.

# CHUNK 3

varImp(RF)

varImpPlot(RF, main = "Random Forest Variable Importance Plot")

Overall

mnth 11965189.7

hr 46742665.9

holiday 367162.5

workingday 3325426.6

weathersit 2333582.6

temp 16483458.0

hum 10116963.2

windspeed 3926559.1
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In the variable importance plot, the variables have been sorted in descending order of importance.
We can see that hr is by far the most important variable, followed in order by temp, mnth, and
hum, and the variable importance table shows the precise scores. These findings align well with
the exploratory data analysis we performed in Task 1 of Subsection 1.1.2, but with the variable
importance scores, we are able to assert quantitatively how important the predictors are.

2.1.2 Global Method 2: Partial Dependence

We have just identified hr and temp as the most important predictors of bikers, but how does
bikers vary with these two variables? The variable importance scores say nothing about relation-
ships, but this is where partial dependence can fill the gap. (The treatment of partial dependence
here is similar to that in Exam PA, so this subsection is mostly a review!)

How does partial dependence work? Partial dependence plots, or PDPs, attempt to visualize
the average marginal effect of a given predictor of interest on the target variable, i.e.,

the association between the target and predictor after averaging out the values or levels
of other predictors not of interest.

Looking at these plots, we can gain some insights into how the target variable “depends” on each
predictor on a “partial” basis.2 Because these plots concern relationships across all observations in
the data, they are a global method.

Intuitively, partial dependence uses averaging to tease out the marginal relationships between a
variable and the target. To understand how this works, let’s consider a target variable Y and p pre-
dictors X1, . . . , Xp, and we are interested in how the first predictor, X1, affects Y . Mathematically,

2In statistics, the qualifier “partial” usually means that the quantity concerned is computed after accounting for
the effects of other variables.
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138 CHAPTER 2. MODEL EXPLAINABILITY AND COMMUNICATION

the partial dependence of Y on X1 based on a predictive model is defined as

PD(x1) :=
1

n

n∑
i=1

f̂( x1︸︷︷︸
fixed

, xi2, . . . , xip︸ ︷︷ ︸
averaged

), (2.1.1)

where:

� f̂ is the fitted signal function, i.e., the fitted model.

� x1 is a fixed value or level of X1 (depending on whether X1 is numeric or categorical).

� {(xi2, . . . , xip)}ni=1 is the set of observed values of X2, . . . , Xp in the training set, and n is the
size of the training set.

By definition, PD(x1) simply equals the average of the model predictions over all the observed values
of X2, . . . , Xp (the variables not of interest) in the training set while keeping the value or level of X1

(the variable of interest) fixed at x1 for all training observations. The following diagram visualizes
the whole procedure and emphasizes that PD(x1) is a function of x1 (boxed):

X1 X2 · · · Xp Model Prediction

x1 x12 · · · x1p
(apply the model)→ f̂( x1 , x12, . . . , x1p)

x1 x22 · · · x2p
(apply the model)→ f̂( x1 , x22, . . . , x2p)

...
... · · · ...

...
(average)→ PD( x1 )

...
...

. . .
...

...

x1 xn2 · · · xnp
(apply the model)→ f̂( x1 , xn2, . . . , xnp)

Repeating the calculations at various values (or levels) of x1, we can then produce a PDP, which is
a plot of PD(x1) (on the y-axis) against x1 (on the x-axis), and examine its behavior with a view
to understanding how X1 affects the target variable. If, for example, the PDP shows that PD(x1)
tends to increase with x1, then we may deduce that X1 has a positive marginal effect on the target.

To give you some idea what a PDP really looks like, the following exercise demonstrates the
geometric form of PD(x1) for some simple predictive models.

Exercise 2.1.1. (Motivated from pages 36 and 37 of ATPA Module 4: Partial dependence
for a (G)LM) Let X1 be a numeric variable.

Describe the PDP for X1 in each of the following cases:

(a) A linear regression model µi = β0 + β1xi1 + · · ·+ βpxip for i = 1, . . . , n.

(b) A log-link GLM µi = eβ0+β1xi1+···+βpxip for i = 1, . . . , n.

Solution. (a) For a linear regression model, the model prediction takes the linear form

f̂(X1, X2, . . . , Xp) = β̂0 + β̂1X1 + β̂2X2 + · · ·+ β̂pXp.

Copyright© 2024 ACTEX Learning ACTEX Study Manual for Exam ATPA (1st Edition)
Ambrose Lo

https://www.actuarialuniversity.com/hub?tags=879696fd-3ec3-44ca-98c8-0531240d4a96&b69929bb-1d81-40ec-abba-2970f89766fc&98df6cf2-336b-4a37-a7f4-28f120a8e65a&d7a2f36f-d012-44df-9268-bfdfc4025b2a


2.1. TECHNIQUES FOR INTERPRETING OPAQUE MODELS 139

Then by (2.1.1),

PD(x1) =
1

n

n∑
i=1

f̂(x1, xi2, . . . , xip)

=
1

n

n∑
i=1

(β̂0 + β̂1x1
(free of i)

+ β̂2xi2 + · · ·+ β̂pxip)

= β̂1x1 + c,

where c := 1
n

∑n
i=1(β̂0 + β̂2xi2 + · · ·+ β̂pxip) is a constant that does not depend on x1. In

other words, the PDP is a straight line in x1, with an intercept of c and a slope of β̂1,
which is the OLS estimate of the coefficient of X1. In this simple case, the PDP is an
exact representation of the marginal effect of X1 on the target.

(b) For a log-link GLM,

PD(x1) =
1

n

n∑
i=1

f̂(x1, xi2, . . . , xip)

=
1

n

n∑
i=1

eβ̂0+β̂1x1+···+β̂pxip

=

(
1

n

n∑
i=1

eβ̂0+β̂2xi2+···+β̂pxip

)
eβ̂1x1

= ceβ̂1x1

where c := 1
n

∑n
i=1 e

β̂0+β̂2xi2+···+β̂pxip does not depend on x1. In this case, the partial
dependence plot is an exponential curve in x1, as we would expect from the exponential
model equation. The curve goes up or down, depending on the sign of β̂1.

Remark. (i) The graphs below visualize the PDP for each of the two cases:

x1

PD(x1)

c

slo
pe

=
β̂1

Part (a)

x1

PD(x1)

c

Part (b)

(ii) For other models, f̂ is generally such a complex function that it is virtually impossible to
determine their PDP in closed-form, in which case we can only examine PD(x1) numerically
(i.e., using a computer to calculate PD(x1) for various x1 and make a PDP) rather than
analytically.
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Pros and cons of partial dependence.

� � (It is model-agnostic) The computation of partial dependence does not in any way
depend on the structure or properties of f̂ . Given f̂ and the training data, we can
use (2.1.1) to construct the PDP without having to know what type of predictive
model it is. In other words, PDPs are model-agnostic.

� (Ease of interpretation) As an interpretational technique, a PDP is an intuitive
visualization which is easy to interpret. It clearly shows (or tries to show!) how the
target variable, approximated by the average prediction, depends on each predictor.

� (Ease of implementation) A PDP is also computationally easy to produce. The
function f̂ is already available as part of the model training process, and all we
have to do is apply it to the adjusted training observations (the adjustment being
that all values of X1 are set to x1). No refitting of models is needed.

E Unfortunately, PDPs suffer from some non-trivial drawbacks.

� They assume that the variable of interest is independent of other variables.

The calculation of PD(x1) is based on the modified training set above, where all
values of X1 are forced to be x1, an arbitrary value of interest (rather than its origi-
nal values in the training set, x11, x21, . . . , xn1). Doing so destroys the relationships
between X1 and other predictors in the data, and implicitly assumes that they are
independent of each other. This assumption is questionable in many cases in real
life and can create combinations of predictor values or levels that are previously
unseen and practically unreasonable.

Example. Consider, for instance:

� X1 = age, ranging from 10 to 70 in the training set

� X2 = income, ranging from $1,000 to $1,000,000 in the training set

It is generally true that X1 and X2 are positively correlated (income tends to
increase with age). If we ignore this correlation and compute the partial dependence
of the target variable on X1 at x1 = 15, then we will be including the model
prediction for a 15-year-old millionaire, which is not an entirely impossible, but
extremely unrealistic scenario. (A super rich kid!! 0 � � � � �)

� They may miss interactions3 between variables.

Besides correlations, partial dependence may also fail to account for the interactions
between the variable of interest and other variables.

Example. Consider a variable for which:

� Half of the observations in the data have a positive relationship with the target
variable (the larger the variable value, the larger the prediction).

� The other half has a negative relationship.

The different relationships mean that there is an interaction between this variable
and the dummy variable indicating which half of the data an observation belongs
to. By design, the partial dependence on this variable would average the predictions
over all of the observations and cancel the monotonic effects of both halves of the

3Recall from Exam PA that correlations and interactions between variables are subtly different concepts.
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data, making the PDP roughly a flat line. If we rely on the PDP, we may mistakenly
believe that this variable is unimportant in predicting the target variable.

There are two ways to remedy this drawback:

(1) As briefly discussed on page 39 of ATPA Module 4, one remedy is to make
a PDP for two variables of interest, rather than a single variable at a time.
Although such a PDP may reveal interactions, it takes a three-dimensional
plot or a heat map to construct, both of which are much harder to decipher
and take longer to produce.

(2) Another remedy is a local version of PDPs called individual conditional expec-
tation plots, which will be covered in Subsection 2.1.4.

In short, a PDP produces potentially useful insights by simplifying a predictive model,
but it runs the risk of oversimplification and should not be trusted blindly.

R demonstration. In R, we can generate PDPs using the partial() function in the pdp package
and specify the variable of interest as a character string in the pred.var argument of the function.
There are options for customizing the appearance of the plot.

Let’s run CHUNK 4 to make PDPs for hr (the most important numeric variable) and mnth (the
most important categorical variable) using the random forest fitted above. Do take a look at what
the different options of the partial() function do.

# CHUNK 4

library(pdp)

partial(

RF,

train = dat_train, # the original training data

pred.var = "hr",

plot = TRUE, # generates a plot of partial dependence values;

# the default is FALSE, which generates a table of partial dependence values

smooth = TRUE, # adds a blue smoothed curve

rug = TRUE # produces eleven tick marks above the horizontal axis;

# these are the min, max, and deciles of the variable

)

partial(

RF,

train = dat_train,

pred.var = "mnth",

plot = TRUE # smooth and rug are irrelevant to categorical variables

)
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The first PDP reproduces the bimodal wave-like relationship between bikers and hr we saw in
Task 1 of Subsection 1.1.2, with one peak at 8-9 a.m. and another peak at 6-7 p.m. The PDP for
mnth has a somewhat similar shape (although the 12 levels of mnth are not treated as ordered) and
shows that the number of bikers is the highest in May, June, September, and October, and becomes
much lower in January, February, and March (too cold to bike in the winter!).

Exercise 2.1.2. (Similar to Task 9 (e) of the April 2023 Exam PA: What is bad about the
smoothed curve?) Discuss the danger of using the blue smoothed curve in the PDP for hr

above.

Solution. A danger of including a smoothed curve in a PDP is that it may “over-smooth” the
partial dependence curve and obscure some subtle but useful patterns.

In the PDP for hr above, the blue smoothed curve hides the two modes of the partial
dependence curve and produces a uni-modal curve that peaks at about 3 p.m. This can lead to
a potentially huge loss of information.

In any case, one would be wise not to rely entirely on the smoothed curve.

The ATPA modules only illustrate PDPs for PA-level models such as linear models, GLMs, and
ensemble trees, but not the advanced predictive models covered in Chapter 1. Just out of curiosity,
CHUNK 5 refits the final neural network in Subsection 1.3.2 and uses it to produce the PDP for
hr. (If you are interested, the extra options inserted to the partial() function are needed because
the predict() function applied to an ANN2 object is a list, not a vector.)

# CHUNK 5

# Repeat OHE from Subsection 1.3.2

binarizer <- dummyVars(~ mnth + weathersit, data = Bikeshare)

Bikeshare <- cbind(Bikeshare, data.frame(predict(binarizer, Bikeshare)))

# Repeat the creation of X matrices and y vectors for building neural networks

X_train <- Bikeshare[train_ind, !names(Bikeshare) %in% c("mnth", "weathersit",

"bikers")]

y_train <- Bikeshare[train_ind, "bikers"]

library(ANN2) # for fitting neural networks

nn <- neuralnetwork(
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X = X_train,

y = y_train,

hidden.layers = c(20, 15),

regression = TRUE,

standardize = TRUE,

loss.type = "squared",

activ.functions = "tanh",

learn.rates = 1e-03,

n.epochs = 500,

batch.size = 32,

val.prop = 0.1,

random.seed = 1

)

partial(

nn,

train = X_train,

pred.var = "hr",

plot = TRUE,

smooth = TRUE,

rug = TRUE,

type = "regression",

pred.fun = function(object, newdata){

mean(ANN2:::predict.ANN(object, newdata = newdata)$predictions)

}

)

The shape of the PDP resembles the one produced by the random forest, but the trough between
hours 10 and 15 is deeper. Overall, this PDP is more similar to the split boxplots on page 15.
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2.1.3 Global Method 3: Global Surrogate Models

Idea. Another possible way to explain a complex model is to approximate the complex model by
an interpretable model, such as a linear regression model or a decision tree. The interpretable model
is fitted to the predictions of the complex model on the training set as the target variable and serves
as a “surrogate” for the latter model. The surrogate model is unable to pick up all the nuances of
the complex model, but we are able to explain the predictions easily due to the surrogate’s inherent
interpretability. This method concerns all the observations in the training data, so it is a global
method. It also works for all types of predictive model, so it is model-agnostic.

R demonstration. In CHUNK 6, we fit a linear regression model to the predicted values of the
tuned neural network on the training set (called prediction) and output the model summary.

# CHUNK 6

# Create a new data frame containing the neural network predictions

dat_train_surrogate <- dat_train

dat_train_surrogate$prediction <- predict(nn, newdata = X_train)$predictions

# Fit the surrogate LM

lm_surrogate <- lm(prediction ~ . - bikers, data = dat_train_surrogate)

summary(lm_surrogate)

Call:

lm(formula = prediction ~ . - bikers, data = dat_train_surrogate)

Residuals:

Min 1Q Median 3Q Max

-245.74 -67.26 -20.42 45.19 340.93

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) -1.4792 8.3703 -0.177 0.859729

mnthFeb -5.9325 6.5114 -0.911 0.362286

mnthMarch -3.3680 6.5389 -0.515 0.606528

mnthApril 18.6604 7.5107 2.485 0.012999 *

mnthMay 43.9610 8.5298 5.154 2.63e-07 ***

mnthJune 11.7250 9.6789 1.211 0.225787

mnthJuly -14.5051 10.3998 -1.395 0.163142

mnthAug -0.4845 9.7913 -0.049 0.960537

mnthSept 41.3935 9.0886 4.554 5.36e-06 ***

mnthOct 54.3948 7.6031 7.154 9.41e-13 ***

mnthNov 50.5866 6.9905 7.236 5.18e-13 ***

mnthDec 39.5437 6.5494 6.038 1.66e-09 ***

hr 6.2031 0.1946 31.878 < 2e-16 ***

holiday -18.9153 7.9406 -2.382 0.017245 *

workingday -2.4931 2.8110 -0.887 0.375179
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weathersitcloudy/misty 5.8669 3.1347 1.872 0.061311 .

weathersitrain/snow -17.1621 4.9471 -3.469 0.000526 ***

temp 298.1754 14.6537 20.348 < 2e-16 ***

hum -155.4050 8.1553 -19.056 < 2e-16 ***

windspeed 21.8303 11.0602 1.974 0.048454 *

---

Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Residual standard error: 97.75 on 6034 degrees of freedom

Multiple R-squared: 0.4514, Adjusted R-squared: 0.4497

F-statistic: 261.3 on 19 and 6034 DF, p-value: < 2.2e-16

The linear surrogate model confirms that hr and temp are the most significant predictors of the
neural network’s predictions and, by extension, bikers, as evidenced by their large t-values in
absolute value (31.878 and 20.348). However, the surrogate model is unable to capture the non-
linear relationships between bikers and each of hr and temp.

2.1.4 Local Method 1: ICE Plots

The next two interpretational techniques are local in nature.

Idea. Individual conditional expectation (ICE) plots are local versions of PDPs and display
the marginal effect of a predictor on the target variable for each observation separately. Math-
ematically, the ICE for X1 (a predictor of interest) and the ith observation in the training set
is

ICEi(x1) = f̂(x1, xi2, . . . , xip),

where:

� f̂ is the fitted predictive model.

� x1 is a fixed value or level of X1.

� xi2, . . . , xip are the values or levels of X2, . . . , Xp (predictors not of interest) for the ith obser-
vation.

If we plot ICEi(x1) as a function of x1 for each i = 1, . . . , n, then we will get a collection of curves,
one corresponding to each training observation. These curves together make up an ICE plot.

Note that unlike PD(x1) in (2.1.1), no averaging is taken over the training set to get ICEi(x1).
This is because ICE plots are a local interpretability method, aiming to show how the model
prediction behaves for each individual observation. In fact, averaging the individual ICE curves
over the entire training set retrieves the (global) partial dependence curve:

1

n

n∑
i=1

ICEi(x1)
(2.1.1)
= PD(x1).
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Pros and cons of ICE plots.

� � (Ability to capture heterogeneous relationships) By design, ICE plots overcome one
of the main problems with PDPs we discussed in Subsection 2.1.2 with regard to the
heterogeneous effects of interactions. With every observation displayed separately
in an ICE plot, we can visually inspect if the relationships between the model
predictions (as a proxy of the target variable) and the predictor of interest are
different for different observations. If the relationships do vary substantially, that
speaks to the interactions that may exist in the data.

� (A weaker point: Simplicity) To some, ICE plots may be more intuitive and easier
to understand than PDPs because there is no need to average the model predictions
over the training set.

E � (Independence) ICE plots suffer from the same independence problem as PDPs in
the sense that the way the ICE curves are generated still assumes that the predictor
of interest is independent of other predictors. The curves may be evaluated at
previously unseen and practically unreasonable combinations of predictor values.

� (Ease of visual interpretation) Even for moderately sized training data, an ICE
plot can easily become overcrowded. There are so many curves that you can see
hardly anything. Some potential solutions include adding transparency to the ICE
curves and drawing only a random sample of the curves (at the expense of a loss
of information).

R demonstration. In R, ICE plots can be produced by the partial() function with the option
ice = TRUE inserted. As an example, run CHUNK 7 to make an ICE plot for the hr variable
using the random forest fitted in Subsections 2.1.1 and 2.1.2.

# CHUNK 7

partial(

RF,

train = dat_train,

pred.var = "hr",

plot = TRUE,

rug = TRUE,

ice = TRUE, # make an ICE plot rather than a PDP

alpha = 0.05 # make the lines more transparent

)
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The ICE curves follow more or less the same wave-like course (although some take unusually large
values between 10 a.m. and 5 p.m.), meaning that the hour-bikers relationship is quite consistent
over the observations. With no obvious interactions, the PDP we made in CHUNK 4 appears to be
a good summary of the marginal relationship between hr and bikers.

2.1.5 Local Method 2: SHAP

Idea. Shapley values provide a way to interpret a model using concepts from coalitional game
theory (a discipline at the intersection of economics and mathematics). When applied to explaining
models, this technique is often called Shapley Additive Explanations (SHAP).

The technical details of Shapley values are beyond the scope of ATPA.4 Loosely speaking, we
think of each predictor value of a given observation in the data as a “player,”© and these players
are playing a “game”where they collaborate with each other to produce the model prediction of the
given observation (more precisely, the model prediction in excess of the average value of the target
variable) as the “payout.” Shapley values then provide a quantitative method for distributing the
game “payout” among the team “players” in a fair manner. From the Shapley values, we can gain
insights into how each predictor moves the observation away from the average value of the target
variable.

As a simple example, suppose that the average of the (numeric) target variable on the training
set is 500, and there are p = 3 predictors, whose Shapley values for a particular observation are 50,
−20, and 30, respectively. These values account for the deviation of the model prediction for this
observation from 500 as the baseline, and the model prediction equals 500+50+ (−20)+30 = 560.

4If you are interested, you may read the supplementary notes (https://cdn-files.soa.org/e-learning/atpa/4.3
jobaid shapley values.pdf) prepared by the SOA or Sections 9.5 and 9.6 of Interpretable Machine Learning: A
Guide for Making Black Box Models Explainable. �
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R demonstration.

(The SOA’s code in CHUNKs 11-14 of the Rmd file for Section 4.3 does not seem to
work on relatively new versions of R or the shapr package. This part will be updated as
soon as a workaround other than downgrading R or shapr to lower versions is available.)

2.1.6 Digression: Lift and Gain Charts

The interpretational methods thus far all serve to connect the inputs to the output of the model. For
some reason, the ATPA modules conclude the discussion of model interpretation with two model-
agnostic methods that are not exactly about explanations or interpretations. They are graphical
methods ¢ that attempt to demonstrate the quality of a binary classifier, i.e., the target variable
is a categorical variable that takes only two levels, which we code as “positive”� and “negative.”
E Although these visuals can be constructed on any set of data, we typically do so on the test
(or held-out) set to assess the performance of a classifier on previously unseen data and prevent
overfitting.

Graphical Method 1: Lift Charts

To construct lift and gain charts for a classifier on a set of data, we need the following two ingredients
for each observation (which are readily available):

� The predicted probability of a positive outcome produced by the classifier

� The true class label of the target variable (positive or negative)

Idea. Here is the construction procedure for a lift chart:

Step 1. Sort the observations in descending order � of the predicted probability of a positive
outcome. In other words, the first observation has the highest predicted probability and
the last observation has the lowest.

Step 2. Starting with the first observation, compute the following ratio for each observation:

Cumulative number of � based on sorted data

Cumulative number of � based on random data
. (2.1.2)

The meaning of the numerator of this ratio should be clear. We simply count how many
positive outcomes we have seen as we traverse the whole set of sorted data.

The denominator looks more intricate and is based on the hypothetical, randomly shuf-
fled data where each observation has the same probability of being a positive outcome.
If, for example, 200 out of 1,000 observations are positive responses, then each observa-
tion has a probability of 200/1, 000 = 0.2 to be positive, and the cumulative numbers
of positives are 0.2, 0.4, 0.6, . . . , 199.8, 200, rising by 0.2 increments, as we go from the
first observation to the last observation.

Step 3. Plot the ratios in Step 2 in order of the observations.
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By design, a lift chart provides a visual assessment of the quality of a classifier relative to purely
random classifications. If the classifier is successful in detecting positive outcomes, then the numer-
ator of (2.1.2) (based on the classifier and the associated predictors) should increase more rapidly
than the denominator of (2.1.2) (based on random chance), leading to lift chart values that are
consistently larger than 1. The more the points on the lift chart stay above 1, the better the classi-
fier. Regardless of how good the classifier is, the values will always converge to 1 as we hit the last
observation—the total numbers of positives must be the same whether it is the sorted data or the
random data.

. EXAM NOTE .

If lift and gain charts are tested in your ATPA Assessment, then very
likely you will be asked to produce and examine the charts for one or
more classifiers, and say something about the (relative) quality of model
fit, so let’s look at some concrete lift and gain charts.

Illustrative example. It is much easier to see how things work in the context of a simple example.
Let’s consider the following toy dataset with five observations:

Observation Target Variable Predicted Probability of Positive Class

1 + 0.8
2 − 0.2
3 + 0.4
4 + 0.9
5 − 0.6

To begin with, we sort the five observations in descending order of the predicted probability, which
leads to the following sorted data:

Observation Target Variable Predicted Probability of Positive Class

1 + 0.9
2 + 0.8
3 − 0.6
4 + 0.4
5 − 0.2

For convenience, we drop the original observation numbers, which play no role, and relabel the
observations in descending order of the predicted probability, e.g., Observation 1 in the unsorted
data becomes Observation 2 in the sorted data.

Now let’s work on (2.1.2).

� (Numerator) From the true class labels of the observations in the second column of the table,
we can get the cumulative number of positive responses by direct summation:
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Observation Target Variable Cumulative Number of + Responses

1 + 1
2 + 2
3 − 2
4 + 3
5 − 3

For example, both observations 1 and 2 are positive, so the cumulative number as of observa-
tion 2 is 1 + 1 = 2. Observation 3 is negative, so the cumulative number as of observation 3
remains 2.

� (Denominator) If the observations were randomly sorted, then with 3 positives out of 5 ob-
servations, we would expect each observation to be positive with a probability of 3/5 = 0.6.
As we go past each observation, the cumulative number of positive responses would increase
by 0.6, leading to the following table:

Observation Cumulative Number of + Responses

1 0.6
2 1.2
3 1.8
4 2.4
5 3.0

Taking the ratio of the values in the two tables above, we get:

Observation Value of (2.1.2)

1 1/0.6 = 1.6667
2 2/1.2 = 1.6667
3 2/1.8 = 1.1111
4 3/2.4 = 1.25
5 3/3 = 1

In CHUNK 8, we follow the ATPA modules and use functions in the ROCR package to make the
lift chart for the dataset above.

# CHUNK 8

# Uncomment the next line the first time you use ROCR

#install.packages("ROCR")

library(ROCR)

# Set up the toy data

pred <- c(0.8, 0.2, 0.4, 0.9, 0.6)

truth <- c("+", "-", "+", "+", "-")

# Generate an object that compares predictions against truth

compare_pred <- prediction(pred, truth)
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# Construct a lift chart

lift <- performance(compare_pred, measure = "lift", x.measure = "rpp")

plot(lift, main = "Lift Chart")

abline(h = 1, col = "red") # reference line

The ATPA modules and the associated Rmd files don’t bother to explain what the R functions above
are doing. If you are interested, we first use the prediction() function (not the usual predict())
in the ROCR package to transform the input data (including the predicted probabilities and true
class labels) into a single R object, which is then passed to the performance() function to produce
a wide variety of performance evaluations, depending on how the measure (for the performance
metric on the y-axis) and x.measure (for the performance metric on the x-axis) arguments are
specified. If measure = "lift" and x.measure = "rpp", as in CHUNK 8, then we are plotting
the lift value defined in (2.1.2) against the rate of positive predictions, which is the (cumulative)
proportion of positive predictions in the data as we go from the first observation (20% = 0.2) to
the last observation (100% = 1.0).

The lift chart above starts with relatively high values at the first two observations, which are
indeed positive, then suffers a drop as we arrive at the third observation, which is actually a
negative outcome despite the relatively high predicted probability. The chart rises again at the
fourth observation, which is positive, then converges to 1 at the fifth and last observation, as it
should. Because all of the chart values (except the last one) are moderately above 1, the classifier
has a modest amount of predictive power on the toy dataset.
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Graphical Method 2: Gain Charts

Idea. Similar in spirit to a lift chart, a gain chart is another graphical method (actually an equiv-
alent method, as will be discussed below) for assessing the quality of fit of a binary classifier. As
with a lift chart, we first rank the observations in descending order of the predicted probability of a
positive outcome, but instead of plotting the ratio of cumulative numbers of positive outcomes for
the sorted data relative to the random data, we plot the following pair of cumulative proportions of
positive outcomes for each observation:(

cumulative proportion of + outcomes
based on random data

,
cumulative proportion of + outcomes

based on sorted data

)
. (2.1.3)

Intuitively, if a binary classifier predicts positive outcomes accurately, then the cumulative propor-
tions based on the sorted data should increase much faster than the cumulative proportions based
on the random data. This will be reflected in a gain chart where the points lie well above the
straight line connecting (0, 0) and (1, 1). (In this connection, a gain chart is akin to an ROC curve.)

Illustrative example. Let’s try to construct the gain chart for the toy dataset above, reproduced
below for your convenience:

Observation Target Variable Predicted Probability of Positive Class

1 + 0.9
2 + 0.8
3 − 0.6
4 + 0.4
5 − 0.2

From this table, we can easily compute the cumulative proportions of positive responses:

Cumulative Proportion of Cumulative Proportion of
Target � Responses � Responses

Observation Variable Based on Random Data Based on Sorted Data

1 + 0.2 1/3
2 + 0.4 2/3
3 − 0.6 2/3
4 + 0.8 3/3 = 1
5 − 1.0 1

Let’s take the first observation as an example.

� Based on the random data, each of the five observations has the same chance to be positive,
so the cumulative proportion of positive outcomes is simply 1/5 = 0.2.

� Based on the sorted data, the first observation is indeed a positive outcome. With a total of
3 positive outcomes in the data, the cumulative proportion of positive outcomes is 1/3.

Therefore, the first point on the gain chart is (0.2, 1/3).
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In CHUNK 9, we make the gain chart for the dataset above.

# CHUNK 9

# Construct a gain chart

gain <- performance(compare_pred, measure = "tpr", x.measure = "rpp")

plot(gain, main = "Gain Chart")

abline(a = 0, b = 1, col = "red") # reference line

The measure argument of the performance() function is set to "tpr" , meaning “true positive

rate,” and the last line of the chunk produces the reference line passing through (0, 0) and (1, 1)
for comparison. You can see that the points on the gain chart are slightly above the reference line,
which suggests a modest amount of predictive power. This is in agreement with the lift chart we
saw earlier.
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A closing remark. The ATPA modules introduce lift charts and gain charts as separate and un-
related graphical methods. This is somewhat unfortunate because there is actually a 1-to-1 corre-
spondence between the two charts. The correspondence lies in the fact that:

If (x, y) is a point on a gain chart, then (x, y/x) must also be a point on the corresponding
lift chart.

(Equivalently, if (x, y) is a point on a lift chart, then (x, xy) must also be a point on the
corresponding gain chart.)

This follows immediately by definition when you compare (2.1.2) and (2.1.3), and divide the nu-
merator and denominator of (2.1.3) by the total number of positive outcomes to change “number”
to “proportion”:

Cumulative number of � based on ranked data

Cumulative number of � based on random data

=
Cumulative number of � based on ranked data / total number of �

Cumulative number of � based on random data / total number of �

=
Cumulative proportion of � based on ranked data

Cumulative proportion of � based on random data
.

Taking the fourth point on the gain chart, (0.8, 1), as an example, we can easily check that
(0.8, 1/0.8) = (0.8, 1.25) is the corresponding point on the lift chart. Although not noted in the
ATPA modules, this correspondence between a lift chart and a gain chart means that they are
essentially equivalent graphical tools for demonstrating the performance of a classifier. (The sad
news is: In the presence of one chart, the other chart does not really add much value!)
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